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Abstract—This paper is aimed at doing a performance measurement of data generation and write time in personal computer by 
generating relatively large quantity of numeric data and writing them in the text file and along with that developing performance models for 
them. These models may be used for performance management and at the same time they also provide an insight into the important 
aspect of relationship between ‘time’ and ‘data size’ of a particular platform.  In this paper, we have used the curve estimation technique for 
analyzing the dataset and proposed two different types of generic models which can be viewed as: (i) 'Time' ~ f('Number of Data Elements') 
and (ii) 'Number of Data Elements' ~ f('Time'). In total six (6) models has been proposed, three from each type. In addition to providing 
performance measurement models of a particular platform (hardware and software), the proposed generic models also gives us the 
following information: (i) how much time is required to generate a given amount of numeric data, (ii)  how much time is required to generate 
and write a given amount of numeric data in a text file, (iii)  how much time is required to write a given amount of numeric data in a text file, 
(iv) how much amount of numeric data can be generated in a given time, (v) how much amount of numeric data can be generated and 
written in a given time and (vi) how much amount of numeric data can be written in a given time. 

Index Terms— Performance Measurement, Performance Management, Curve Estimation Technique, Residual Analysis, Data Generation 
Time, Data Write Time, Data Generation and Write Time. 
.   

——————————      —————————— 

1 INTRODUCTION                                                                     
N today’s business and finance world a very important les-
son is “performance” and this concept is of utmost im-
portance for the success of any organizational activity. Qual-

ity of any organization is judged by its performance and per-
formance measurement is the building block of Total Quality 
Management (TQM) [1]. The process of collecting, analyzing 
and/or reporting information regarding the performance of an 
individual, group, organization, system or component is 
known as performance measurement [2]. To improve the qual-
ity and for having transparency, performance measurement is 
done by all the organizations to some extent. Measuring finan-
cial performance is relatively easier and most of the times we 
face steep challenges when try to measure non-financial per-
formances in terms of what to measure, how to measure 
and/or what to do with the results [3]. The third question is 
more related to performance management. By performance 
management we mean the use of performance measures and 
standards to achieve desired results [4].  

It’s a well known fact that today we all live in the infor-
mation society. In this society, all of us – may be an individual 
or an organization or a business or a process try to gain com-
petitive advantage by using information technology [5]. We 

have

clearly understood that wealth can be created by proper culti-
vation and timely use of information. By information we 
commonly mean when data is processed, organized, struc-
tured or presented in a way to make it useful [6]. Today a lot 
of data is being generated. Over last two year 90% of all the 
data in the world has been generated [7]. Nowadays data is 
generated from everything and from every possible direction. 
It can be individuals or organizations or processes or any oth-
er sources. It is also true that today in most of the cases we 
store the generated data for future use. For data generation 
and storing purpose, in case of individuals and/or small en-
terprises specially in third world countries, mostly personal 
computers are used rather than servers and/or exploiting the 
cloud. 

In this study, we have tried to measure the performance of 
data generation and write time in a personal computer and at 
the same time develop models for management of these func-
tions (data generation and write) in a subtle way. Here, we 
have only concentrated on numeric data especially integer 
data generation and writing them in text files. As performance 
matrix (measuring term) the researchers have chosen data 
generation and write time, data generation time and data 
write time. The time taken to write the complete set of data in 
a text file has been considered as data write time. In this paper, 
after measuring the above mentioned performances, the au-
thors have introduced two different types of generic models 
which can be viewed as: (i) 'Time' ~ f('Number of Data Ele-
ments') and (ii) 'Number of Data Elements' ~ f('Time'). These 
models such developed present a simple way for performance 
measurement and management of data generation and write 
time in a personal computer which is shown in the following 
figure (Fig. 1): 

I 
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In the present study we have mainly focused on measuring 

the performance of data generation and write time in a per-
sonal computer and analyzing the result to build models 
which may be used as benchmarks in future.  

 

2 RELATED WORK 
In the following sub-sections (2.1 and 2.2) we have done a 
brief review on both the performance measurement of infor-
mation systems and the performance measurement tools. 

 
2.1 Performance Measurement of Information Systems  
For evaluating the impact of information system on business 
performance one approach is contingent evaluation approach 
(Heo & Han, 2003) [8]. Comprehensive framework to assess 
the information system linked with the performance of the 
organization (Prybutok, Kappelman & Myers, 1997) [9] is also 
there. Measurement scales for four dimensions of the success 
has also been developed and tested (Saarinen, 1996) [10]. The 
basic DeLone and McLean information systems success model 
consists of six categories of information system success (De-
Lone & McLean, 2003) [11].  End user computing satisfaction 
(EUCS) measurement instrument (Etezadi-Amoli & Far-
hoomand, 1996) [12] has been developed long back in 1996. 
Performance measurement life cycle (PMLC) running parallel 
with system development life cycle (SDLC) has also been sug-
gested for proper use and implementation of the measurement 
tools and changes suggested by the tools respectively (Patel & 
Maheshwari, 2000) [13]. For the strategic growth of SMEs, the 
information system performance measurement framework 
work as the foundation (Sharma & Bhagwat, 2006) [14]. The 

criteria model for information system has five divisions: or-
ganization, individual, information, technology and systemics 
(Palmius, 2007) [15]. 

2.2 Performance Measurement Tools 
In the following we have listed some performance measure-
ment tools – 

 
a. Performance Measurement Tools from Intel®: 

Intel® Performance Counter Monitor provides tools for es-
timating the internal resource utilization of the latest proces-
sors (Xeon® and CoreTM) [16]. Measure Intel® IPP Function 
Performance provides library functions for video, audio, im-
age processing, signal processing, data compression and many 
more [17]. A cross platform performance analysis tool set is 
provided by Intel® Performance Tuning Utility which is hav-
ing powerful data collection, analysis and visualization capa-
bilities [18]. Intel® Graphics Performance Analyzers is a 
graphics analysis and optimization tool for helping game de-
velopers [19]. Intel® VTuneTM Amplifier XE is a performance 
profiler for the programming languages – c, c++, java, Fortran, 
C# and Assembly [20]. 
 

b. Performance Measurement Tools of Ubuntu:  
Some of the tools for monitoring the performance of Linux 

are: top [21], vmstat [22], lsof [23], tcpdump [24], netstat [25], 
htop [26], iotop [27], iostat [28], mpstat [29] and nmon [30]. 
 

3 OBJECTIVES OF THE STUDY 
The main objectives of this study are two folds – (i) perfor-
mance measurement of data generation and write time in a 
personal computer and (ii) analyzing the measured data to 
build models. 

As discussed in section 1, the selected performance matrix 
is given in TABLE1. 

 

 
The models to be developed in this study is listed below – 

1) To identify the model that can be fitted to the data 
points 'ADGT' versus 'DE'.  

2) To identify the model that can be fitted to the data 
points 'ADGWT' versus 'DE'.   

3) To identify the model that can be fitted to the data 
points 'ADWT' versus 'DE'. 

4) To identify the model that can be fitted to the data 
points 'DE' versus 'ADGT'. 

5) To identify the model that can be fitted to the data 
points 'DE' versus 'ADGWT'.  

6) To identify the model that can be fitted to the data 
points 'DE' versus 'ADWT'. 

TABLE 1 
COMPUTER PERFORMANCE MATRIX 

 

 
Fig. 1. Performance Measurement and Management of Personal 
Computer 
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4 RESEARCH METHODOLOGY 
4.1 Data Generation for Computer Performance 

Measurement 
We have used Linux shell scripts to generate and write nine-
teen (19) numbers of relatively large number series on a par-
ticular machine. We have noted the 'Data Generation Time' 
and the 'Data Generation and Write Time' for each theses nine-
teen number series. We have collected one hundred (100) 
samples for each of these nineteen number series and calculat-
ed the 'Average Data Generation Time' (ADGT) and 'Average 
Data Generation and Write Time' (ADGWT) for each of these 
cases to avoid any inconsistencies. We have also computed the 
'Average Data Write Time' (ADWT) for each these cases (19 
numbers of number series) as given below: 

‘ADWT’ = ‘ADGWT’ – ‘ADGT’   ------ (1) 
 
The sample data set is given in TABLE2. 

 

 
4.2 Model Fitting 

a. Expressing the Model in Terms of 'Time' ~ f('Number 
of Data Elements') 

In the first case, we have taken 'Number of Data Elements' as 
independent variable and 'Average Data Generation Time' as 
dependent variable and the proposed generic model can be 

viewed as:  
ADGT ~ f(DE) ------ (MODEL1) 

 
In the second case, we have considered 'Number of Data 

Elements' as independent variable and 'Average Data Genera-
tion and Write Time' as dependent variable and the proposed 
generic model can be viewed as:  

ADGWT ~ f(DE) ------ (MODEL2) 
 
In the third case, 'Number of Data Elements' has been con-

sidered as independent variable and 'Average Data Write 
Time' has been considered as dependent variable and the pro-
posed generic model can be viewed as: 

ADWT ~ f(DE) ------ (MODEL3) 
 

 
b. Expressing the Model in Terms of 'Number of Data 

Elements' ~ f('Time') 
In the first case, we have taken 'Average Data Generation 
Time' as independent variable and 'Number of Data Elements' 
as dependent variable and the proposed generic model can be 
viewed as:  

DE ~ f(ADGT) ------ (MODEL4) 
 
In the second case, we have considered 'Average Data Gen-

eration and Write Time' as independent variable and 'Number 
of Data Elements' as dependent variable and the proposed 
generic model can be viewed as:  

DE ~ f(ADGWT) ------ (MODEL5) 
 
In the third case, we have taken 'Average Data Write Time' 

as independent variable and 'Number of Data Elements' as 
dependent variable and the proposed generic model can be 
viewed as:  

DE ~ f(ADWT) ------ (MODEL6) 
 
 

c. Goodness of Fit Statistics and Model Diagnostics 
We have used curve estimation technique [31] for analyzing 
the dataset. At first we have explored linear model and if this 
model is not found suitable then quadratic model is tried and 
if it is also not found suitable then cubic model has been tested 
to find an appropriate model. For the purpose of this study we 
have considered R2, Adjusted R2, F – test and Significance of F 
– test as goodness of fit statistics [32]. For model diagnostics, 
different residual analysis methods have been used since re-
sidual analysis plays an important role in statistical modeling 
[33][34]. Here, we have used Residual vs predictor plot 
[35][39], Histogram of the residuals [36][39], Q-Q plot of the 
residuals [37][39] and Shapiro – Wilk (SW) test [38] for analyz-
ing the residuals. We have performed the entire analysis at 
95% confidence interval. 
 
4.3 Hardware Platform 
The characteristics of the computer are listed in the following 
table (TABLE3). 
 

TABLE 2 
SAMPLE DATA POINTS 

 

Units of ADGWT, ADGT and ADWT all are in seconds. 
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4.4 Software Used 
Experimental data was generated using Ubuntu 11.04 (Kernel 
Version 2.6.38). We have used SPSS 17.0 and MS Excel for data 
analysis. 
 

5 DATA ANALYSIS & FINDINGS 
5.1 Evaluating Model Fit 
We have tried curve estimation technique for all the six (6) 
cases (MODEL1 – MODEL6) and the model summary is given 
in TABLE4. 
 

 
From TABLE 4 we have observed that in all the cases the R2 

value is very high (close to 1) indicating that in all the cases 
the model fits the data well. The significance of F-test in all the 
cases is very low (less than 0.05) which indicate that in all the 
cases the observed R2 value is reliable and the proposed rela-
tionship between the dependent variable and the independent 
variable is statistically reliable. 
 
5.2 Model Diagnostics 

a. Residual vs predictor plot of the models 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
. 

TABLE 3 
HARDWARE PLATFORM 

 

TABLE 4 
REGRESSION MODEL SUMMARY 

 

 
Fig. 2. Residual vs Predictor plot of MODEL1 (cubic) 

 
Fig. 3. Residual vs Predictor plot of MODEL2 (linear) 

 
Fig. 4. Residual vs Predictor plot of MODEL3 (linear) 

 
Fig. 5. Residual vs Predictor plot of MODEL4 (cubic) 

 
Fig. 6. Residual vs Predictor plot of MODEL5 (linear) 
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From the above figures (Fig. 2 - 7) it is evident that in all the 

cases the residuals appear to behave approximately randomly. 
Therefore, it suggests that in all the cases the model fits the 
data well. 

 
b. Shapiro – Wilk (SW) statistics of the residuals of the 

models 
The SW statistics of the models discussed above is given in 
TABLE5. 
 

The significance of the SW Statistic of all the models are 
higher than 0.05. This suggests that the assumption of normal-
ity of the error distribution has been met for all the models. 

 
c. Histogram of the residuals 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE 5 
SHAPIRO – WILK STATISTICS OF THE MODELS 

 

 
Fig. 7. Residual vs Predictor plot of MODEL6 (linear) 

 
Fig. 8. Histogram of the residuals of MODEL1 (cubic) 

 
Fig. 9. Histogram of the residuals of MODEL2 (linear) 

 
Fig. 10. Histogram of the residuals of MODEL3 (linear) 

 
Fig. 11. Histogram of the residuals of MODEL4 (cubic) 

 
Fig. 12. Histogram of the residuals of MODEL5 (linear) 
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All the above figures (Fig.8 – 13) exhibit a symmetric bell 
shaped histogram which is evenly distributed around zero. 
Therefore it suggests that in all the cases the residuals are 
normally distributed. 
 

d. Q-Q plot of the residuals 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

It may be easily observed from all the above figures (Fig. 14 
– 19) that in all the cases the residuals are approximately line-
ar. Therefore it suggests that in all the cases the residuals fol-
low approximately normal distribution. 
 

 
5.3 Proposed Mathematical Model 
From the above sub-sections (5.1 and 5.2) we can conclude that 
the following models have been selected as proposed models: 
 
 
 
 
 
 
 
 
 
 

 
Fig. 13. Histogram of the residuals of MODEL6 (linear) 

 
Fig. 14. Normal Q-Q plot of the residuals of MODEL1 (cubic) 

 
Fig. 15. Normal Q-Q plot of the residuals of MODEL2 (linear) 

 
Fig. 16. Normal Q-Q plot of the residuals of MODEL3 (linear) 

 
Fig. 17. Normal Q-Q plot of the residuals of MODEL4 (cubic) 

 
Fig. 18. Normal Q-Q plot of the residuals of MODEL5 (linear) 

 
Fig. 19. Normal Q-Q plot of the residuals of MODEL6 (linear) 
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The graphical representations of the proposed models are 

given below (Fig. 20 – 25). The circles indicate the data points 
and the solid line represents the straight line (i.e. Linear mod-
el) in case of MODEL2, MODEL3, MODEL5 and MODEL6 
models and cubic curve  (i.e. Cubic model) in case of MODEL1 
and MODEL4 models. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

6 LIMITATIONS & FUTURE SCOPE 
We have done our performance measurement on a particular 
hardware and a particular operating system. Therefore the 
result obtained in the above corresponds to this particular con-
figuration. In this study, we have only measured time, keep-
ing aside other important performance measurement matrix 
e.g. percentage CPU utilization, percentage memory utiliza-
tion etc. The entire performance measurements of data genera-
tion and writing those data in a file have been done in GUI 
mode of the operating system. While doing these measure-
ments, we have not run any application programs. Hence, 
what happens in case of single or multiple application pro-
grams runs in the background while measuring the perfor-
mance are yet to be explored.  

 
Hence, we are looking forward to do the performance 

measurement considering these above factors in future be-
cause we believe that these factors may contribute to the actu-

TABLE 6 
PROPOSED MODELS 

 

ADGT: Average Data Generation Time,  
ADGWT: Average Data Generation and Write Time,  
ADWT: Average Data Write Time,  
DE: Number of Data Elements 

 
Fig. 20. Graphical representation of MODEL1 (cubic) 

 
Fig. 21. Graphical representation of MODEL2 (linear) 

 
Fig. 22. Graphical representation of MODEL3 (linear) 

 
Fig. 23. Graphical representation of MODEL4 (cubic) 

 
Fig. 24. Graphical representation of MODEL5 (linear) 

 
Fig. 25. Graphical representation of MODEL6 (linear) 
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al performance. 
 

6 CONCLUSION 
In this paper we have used curve estimation technique for 
analyzing the dataset. The researchers have proposed two dif-
ferent types of performance measurement and management 
models for a particular platform (hardware and operating sys-
tem) in this study. The first type is in the form of 'Time' ~ 
f('Number of Data Elements') and the second type is in the 
form of  'Number of Data Elements' ~ f('Time'). In total there 
are six (6) models, three (3) from each type. These six models 
give us the following information: how much time is required 
to generate a given amount of numeric data (MODEL1), how 
much time is required to generate and write a given amount of 
numeric data in a text file (MODEL2), how much time is re-
quired to write a given amount of numeric data in a text file 
(MODEL3), how much amount of numeric data can be gener-
ated in a given time (MODEL4), how much amount of numer-
ic data can be generated and written in a given time (MOD-
EL5) and how much amount of numeric data can be written in 
a given time (MODEL6).  

 
The proposed models may give us comparatively easy way 

to measure the performance of a particular platform (hard-
ware and software) while generating relatively large number 
of numeric (integer) data and writing these data in file. At any 
point of time we may easily measure the performance matrix 
of the said platform by using the technique discussed in the 
sub-section 4.1 and compare these measured parameters with 
the model generated values. If the two results deviate by an 
acceptable tolerance limit then we may conclude that the said 
platform needs performance management and appropriate 
actions may be taken to answer the issues.  
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